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ABSTRACT
Huge numbers of worldwide-deployed software suffer from poor quality and possess vulnerabilities with serious impact. Meanwhile, people are using such software to save and manage their valuable information including their monetary data. This has increased the hackers’ appetite to attack software. Henceforth, researchers and practitioners are convinced that software security is not an added value or a gold-plating need. Consequently, security requirements specification and implementation become vital during the software development process. Unfortunately, researchers and practitioners are doing so in a rush. This has made them mix concepts and practices up in a way that can terribly make the problem of delivering software overdue more chronic which will result in a security and technical debt. This research represents a corrective study that sheds light on what has been achieved in analyzing and designing secure software and what are the problems committed and how to handle them.
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1 Introduction
Since the late sixties of the previous century, where the term software engineering is coined, software engineers are striving to develop software that meets customer needs, represented as functional and non-functional requirements, within time and budget constraints. Many software processes models have been developed as our understanding of the software nature and its needs are developed. The focus was, and still be, on delivering what the customers expect from the software to run their businesses and achieve their functionalities within the traditional quality needs related to efficiency, reliability, and ‘naïve’ security. Nowadays, ‘naïve’ software security that focuses on securing software users by password-protected accounts with certain privileges is not enough. We continuously discover that a big number of deployed software worldwide is of poor quality and suffering from vulnerabilities with serious impact [1]–[4]. The wide-spread usage of the internet, huge web-based and mobile apps development along with the unprecedented amount of data generated on daily bases that comprise all our life aspects, have increased the hackers’ appetite to attack software. Hackers have been increasingly exposing and exploiting vulnerabilities for a long time, and their success is very probable nowadays due to the software poor quality. Unfortunately, traditional network perimeter defenses that include firewalls, antiviruses, and intrusion detection and prevention systems have, to a large extent, failed to stop software attacks. This is because hackers are focusing more on attacking software leveraging from undisclosed vulnerabilities. Hence, the ball has been thrown back to the software development community to produce more secure applications using secure development process models.

Consequently, several initiatives have been made to address security in the software development lifecycle (SDLC). This includes models from industry, such as Microsoft Security Development Lifecycle (SDL) [5], descriptive activity surveys such as Building Security in Maturity Model (BSIMM) [6], and standards, such as the ISO/IEC 27034 [7]. Moreover, security initiatives and tools that support the integration of security in the software development lifecycle have been proposed by different researchers, see for example [8]–[11]. Unfortunately, despite of all these efforts to tackle the security requirements during the development process, vulnerable software products are still produced and successful
attacks never stop. This means that the way the security requirements are captured during the requirement and design phases may not be suitable and need further investigation. This is what we try to examine on this research work. Software security is the idea of engineering software so that it continues to function correctly under malicious attack [12]. This means to adopt software engineering practices in the software process that tackle security issues early. The rest of the paper is organized as follows. Section 2 presents a literature review about software security and the related work. Section 3 discusses how researchers and practitioners are mixing things up. Section 4 discusses the security in the requirements engineering phase while section 5 discusses the security in the design phase. Section 6 discusses possible limitations. Section 7 concludes the paper and presents future work.

2 Literature Review

Software is being developed for decades until now. Software engineers and IT professionals were able to develop software that meets customers’ requirements. Security was not an issue in the past as most of the developed applications were standalone applications with very restricted connectivity. Hence, the software development process focused on developing software that is functional with high performance but not necessarily secure. Nowadays, with the advent of the Internet of Things (IoT) and ubiquitous computing, software engineers are developing software that is more complex with higher extensibility and connectivity features using the traditional development lifecycles that ignore the software security as a demanding and desirable requirement. Software extensibility and connectivity effects on security has been discussed in [13]. The new technologies help to evolve better software, but hackers and hacking strategies are evolving much faster as well. Henceforth, security is not considered as an added value anymore. Accordingly, software processes have been amended to integrate secure software development practices in what is known as secure software development. Developing security conscious software to face the increasing amount and quality of cyber-attacks is still lacking maturity and the research in this domain is still in its infancy phase, hence we are conducting an ordinary literature review to cover what has been documented in the literature. Although developers are not necessarily security experts, they are expected to develop secure software [14] and are held responsible for discovered security vulnerabilities [15]. Unfortunately, the research work that discusses the human effects on software security is lacking and the weakest link in such software development are the developers! [16][17].

But developers lack necessary security knowledge which resulted in loose security practices [17]. Moreover, security is not considered in the design stage, security is not a priority during implementation, developers do not test for security, and security is not considered during code review [17]. Hence, it is unrealistic to rely on developers only to perform security tasks while lacking the expertise [17]. Developers are usually focused on achieving the specified functionalities and performance requirements and security is not their main concern [16]. Some researchers proposed a solution to this problem by taking the secure code development from developers and assign it to analysis tools and specialized easy to use APIs, or at least use these analysis tools and APIs to provide help and guidance to developers while developing secure software [18][19][20]. Blaming developers for vulnerabilities does not solve the problem which extends up in the organizational hierarchy that comprises various issues influencing software security [15]. The focus of this research does not extend to the organizational, cultural and awareness issues, but rather focuses on security issues within the requirements and design phases.

2.1 Security in the Requirements Engineering Phase

Requirements engineering is concerned with discovering, developing, tracing, analyzing, qualifying, communicating and managing requirements that define the system at successive levels of abstraction [21]. Requirements at this phase should be specified independently of any technology/platform. This technology independence is vital in order not to limit the solution space from which the designer designs the software blueprint. The software is successful when it maintains all the functionalities requested by the users and are expressed as functional user requirements (FUR) and within certain constraints specified as non-functional requirements (NFR). For example, “The registration system shall allow students to register a course” is a FUR, while “The registration system shall encrypt student’s credentials when authenticating him/her” is an NFR. The FUR and NFR are specified at the system level as high-level requirements. However, there is yet no consensus on how to describe, specify, measure and evaluate NFR during the early phases, leading to various difficulties and ambiguities [22], this makes specifying security requirements more difficult as well.

Security requirements at the system level are defined as the confidentiality, integrity, availability, and authenticity of the systems [23]. Researchers have documented different approaches to identify, in more details, how to capture such requirements. For instance, McDermott and Fox [24] introduced the concept of Abuse cases to model harmful activities between the system and malicious actors. Abuse case models are claimed to increase both user and customer understanding of the security features of a proposed product. Other researchers followed the same abuse model to analyze security requirements in the requirement phase, see for example, [25], [26]. The concept of misuse case model is introduced by Alexander [27] where the misuse case is defined as a use case from the point of view of an actor hostile to the system. Alexander stated that the interplay of use and misuse cases during analysis could help engineers elicit and organize requirements more effectively. Other researchers have used and extended the concept of misuse case model. For instance, Sindre et. al. [28] have represented both use cases and misuse cases in a single diagram. In addition, they described a detailed template to specify misuse cases. Similarly, Mai et. al. [29] used misuse cases to model security and privacy requirements. Sindre also developed mal-activity swim-lane diagrams [30] as a technique for capturing attacks that could complement misuse cases for early elicitation of security
requirements. His technique allowed the inclusion of hostile activities together with legitimate activities in one diagram. Schmitt and Líggesmeyer [31] proposed a model for Structuring and Reusing Security Requirements during the requirements engineering phase that requires exploring the possible threats, weaknesses, and vulnerabilities as sources that necessitate the security requirements specification during the requirements engineering phase. Fletcher and Liu [32] recognized that security requirements analysis during the requirements phase is not enough and they presented more security requirements analysis but in the cyber-physical system. Their approach analyzes security requirements by extending activity swim-lane diagrams to include mal-activities and prevention or mitigation options in the same diagram to identify threats posed by both internal and external misusers.

2.2 Security in the Design Phase

The software design phase is where the design decisions are made to build the solution blueprint that fulfills the specified requirements resulted from the requirements engineering phase. The design phase is technology dependent; hence, the designers need to make decisions regarding which technology/platform to use for the system on hand. Designers need to analyze the possible threats that may attack the system based on the chosen technology/platform. Unfortunately, most of the IT practitioners indicated that their development teams did not view security as part of the design phase, or at best security is managed in an ad-hoc fashion during this phase [17]. Assal and Chiasson empirical study [17] concluded that many practitioners do not follow simple design principles and are intentionally introduce complexity to avoid rewriting existing code. Not adopting design principles will generate a complex system design full of architectural flaws that will lead to security problems [33]. Moreover, efforts towards evaluating security may be hindered by poor readability and complex design choices [17].

Nowadays, different levels of security are considered crucial in almost all system. Researchers and practitioners are studying and implementing security at different phases including the design phase, see for example [17], [19], [37]–[40], [22], [25], [27], [29], [32], [34]–[36]. Other researchers have worked on extending the UML notation to represent security concerns, see for example [40]–[44]. But what about systems that have been developed long time ago where security requirements were not treated as a core characteristic, this issue has been raised by Shin and Gomaa [45] where they proposed a solution in which the security requirements are captured, as a separate service, independently from application requirements. Shin and Gomaa have adopted the concept of separation of concern to separate the application concerns from security concerns, then, evolve from a non-secure application to a secure application is achieved.

Security has also been studied at the detailed design level, where various security design patterns have been proposed based on their traditional counter-patterns, see for example [34], [36], [46], [47].

3 How Researchers and Practitioners Are Mixing Things Up?

As discussed in the previous section, the human effect on secure software development is unneglectable. Developers are usually held responsible for vulnerabilities, at least by the end-users, and are expected to develop secure software. We believe that it is not the developers who are the weakest link in the development process, requirement engineers and designers should be equally held responsible as well for any security flaw that leads to vulnerabilities.

Unfortunately, the rush toward developing secure software resulted in mixing tasks and practices to be done by the requirement engineer, designer, and developers. Furthermore, real-life security practices are deviating from best practices identified in the literature [17]. Best practices are often ignored, simply since compliance would increase the burden on the development team [17]. Regrettably, ignoring compliance with standards will not eliminate the burden on the development team, but it will distribute it over the different phase which will result in having delayed software projects be more delayed and will increase the technical debt as well [48]. Moreover, some new terminologies that are extracted from well-known ones have been improperly crammed into the requirement or design context. For instance,

1. The users and stakeholders are involved in developing the proposed abuse/misuse case model and mal-activity swim-lane diagrams. However, how can the normal user help in drawing abuse cases while they are neither experts in security technicalities nor the threats that may affect their proposed system. Eliciting security requirements from stakeholders is hard and can yield partial and skewed results [49]. Hence, the research documented in the literature that elicit detailed-level security requirements from users and stakeholders perspectives, as in [28], [30], [31], [35], [37], [50], are expected to achieve partial success in this regard. Users and stakeholders can express their high-level security needs as functional and nonfunctional requirements, but they are unaware of the details of how their system can be misused or threatened once it is put in use. Hence, cramming abuse/misuse cases at the requirement phase is not effective and can confuse the stakeholders and end up with more vague requirements that need rework in the design phase. Again, this would make the problem of project delivery overdue more chronic which will result in a security and technical debt [48]. It seems that researchers working on security requirements specification are snubbing this issue.

2. Moreover, not all known threats are applicable to all systems. The threat that may attack a certain system depends on the proposed solution, which will be developed during the design phase, not the requirement phase. some researchers suggested engaging the stakeholders in the security design as well [38]. Again, normal stakeholders are naïve when it comes to discussing detailed security threats and those who commit the attacks, i.e. adversaries/hackers, are absent from the whole scene of software development.

3. The use of the term ‘abuse/misuse case’ is misleading by itself. It gives the indication that vulnerabilities will be abused/misused by users, remember that the concept of use
cases is traditionally linked to the possible uses of the system by users. Therefore, when drawing the abuse/misuse cases, the most important actor, i.e., the adversary/hacker, remains unavailable. This means that the identified threats via abuse cases can be explored only indirectly and, at best, specified partially [49].

4. Thereafter, the term threat modeling and its corresponding practices seem to be more suitable to be used rather than the term abuse/misuse cases. Note that threat models are useful for designers more than requirement engineers to motivate security needs and provide indirect design guidance [49].

5. Developers are expected to be aware of various security threats and possible vulnerabilities in their code. This requires the developers to conduct threat analysis and look for possible vulnerabilities, then develop code that refrains the attacks. Overloading developers, who are busy in building software functionalities, with this extra analysis activates will make them the weakest link and make them tend to develop vulnerability-prone code. One of the common practices for developing secure code adopted by developers is to search the web for reusable code to handle an identified vulnerability then copy and paste that code into their own program [18]. This behavior has been shown to often lead to operational but insecure code [18]. Several researchers have proposed some tools and guidance to help developers completing this task properly, see for example [10], [16], [18], [20], [51], [52]. Software architect usually receives vague, incomplete and missed NFR requirements from requirement engineers and hence, consider themselves the real expert to define the NFR [53]. Accordingly, we believe that developers should implement the detailed requirements delivered to them in the design document that should encompass the detailed security requirements as part of the NFR requirements. Keep in mind that when it comes to secure software development, we may think of discussing security design issues even before conducting the requirement engineering phase [54]. This issue needs more investigation and future research.

6. Most of the research done in the security software development view the process in a linear, top-down, waterfall style. This approach seems to be ineffective for many types of projects and is more ineffective when it comes to developing secure software. [55], [56]. Software process engineers should think of new models or extend existing agile concepts to cope with security requirements, see for example [37].

4 Handling Security in the Requirements Engineering Phase

Introducing security-awareness programs for the development team and stakeholders who will specify requirements is not proved to be effective in specifying security requirements. This is because the key players in breaking the security, e.g., adversaries/hackers, are unavailable during the development process. Researchers and practitioners should be careful when introducing new practices or milestones to the requirements process in order not to ruin the whole development process and make it delayed more. The question is, are the users and customers interested in knowing the details of how their system can be abused/misused and how to protect it? Users and customers in the requirements engineering phase will raise their security concerns at a high level of abstraction, usually at the system level, without bothering themselves in how to implement them. A good requirement engineer can follow the guidelines presented in [22] to map the system’s NFR to software FUR, see Figure 1. These software FURs are still high-level requirements and can be used by the designer/architect to develop the detailed technical requirements of the proposed solution. These high-level system NFRs and their corresponding FUR represent the security goals in Turpe’s model of security needs dimensions [49], see Figure 2.

This is aligned with our discussion in this regard where we suggest that in the requirement engineering phase, stakeholder should state their security goals as NFR high-level requirements. Involving stakeholders in security-awareness programs, writing abuse/misuse cases or discussing design issues will result in naïve security requirements elicitation process that may end up with incomplete and unrealistic requirements which will be reworked by the designer/architect, hence increase the security debt.

5 Handling Security in the Design Phase

Specifying security needs is not a straightforward process rather it is hard to achieve. While much effort is invested to integrate security and software engineering activities, there has been little work describing how design techniques can be applied to designing secure systems [54].

Designing secure software is a three-variable problem, as shown in Figure 3 [49], security goals, security design, and threats. Any change in one dimension may entail changes or new questions in the remaining two [49]. The intersection between every two variables generates an analysis task, see Figure 3. For more details, you are encouraged to read [49]. Note that the risk analysis can be specified via the what-if scenarios during the requirements engineering phase as the effect of technology is minor. CORAS [57], [58] can be used to conduct the risk analysis. Security design analysis looks for possible unmitigated vulnerabilities that allow

![Figure 1: System and software security requirements [22]](image-url)
attacks to succeed [49]. As the security design analysis depends on adopted technology, it should be done during the design phase, specifically architectural design. STRIDE threat analysis model and Data-Flow-Diagrams DFD can be used to conduct this analysis. CAPEC model [59] can also be used in this regard.

Moreover, the design process of a system translates security goals into design choices. This model is found to be the most appropriate model documented in the literature that describes the core activities in the design phase. Note that design process to develop the design and security design analysis to identify possible threats are done in the design phase while the risk analysis and goals identification are more suitable for the requirement engineering phase where the security requirements are collected as high-level non-functional requirements [22]. This model needs more work to specify in detail the practices to follow in each part of it. Wrapping up, we suggest that requirements engineers and developers not to mix practices among the two phases in a way that put the cart before the horse. Such behavior will make the specified requirements vague, incomplete and will give hard time for designers to do their tasks. Table 1 illustrates the main security-related tasks in both the requirement and design phases of the development process.

6 Limitations
As mentioned in the literature review section, developing security conscious software to face the increasing amount and quality of cyber-attacks is still lacking maturity and the research in this domain is still in its infancy phase. Such immaturity forced us to conduct an ordinary literature review. We think a more rigorous literature review is needed in the future. Normally, conducting an ordinary literature review affects the validity of the conducted research but in this research, and due to the relative novelty of the discussed topic, a systematic literature review is unachievable.

7 Conclusion and Future Work
Various researchers and practitioners are mixing some practices and deliverables up when they specify the security requirements during the analysis and design phases. This makes secure software development vague and introduces flaws in the development process itself. The discussions presented in this research shed light on what has been achieved when talking about secure software analysis and design and what problems and mistakes both researchers and practitioners have committed. We suggested some corrective actions to fix these mixed-up activities and the proposed flow of practices in the two phases that conform to the basics of the requirement and design concepts. The suggested modifications should amend the currently available secure software processes. We believe that further research is still needed to improve the software analysis and design phases aiming to make the final software less vulnerability prone. Starting the secure development process with design rather than requirement then iterate between the two phases, accordingly, needs more investigation as well.

Table 1: Tasks to build the security requirement into the system

<table>
<thead>
<tr>
<th>Phase</th>
<th>Task</th>
<th>Comments and Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirement</td>
<td>Identify Security Goals</td>
<td>Use the systems and software security requirement framework as depicted in [22]</td>
</tr>
<tr>
<td></td>
<td>Translate security goals into non-functional security req.</td>
<td>Use the what-if scenarios for risk analyses when developing normal use-cases.</td>
</tr>
<tr>
<td></td>
<td>Mapp NFR security req. into functional user req.</td>
<td>Use CORAS for Risk analysis</td>
</tr>
<tr>
<td></td>
<td>Conduct Risk Analysis</td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>Design the system taking the security FUR into consideration</td>
<td>Develop secure architecture</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Develop secure detailed design</td>
</tr>
<tr>
<td></td>
<td>Security Design Analysis</td>
<td>STRIDE and DFD</td>
</tr>
</tbody>
</table>
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